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The dramatic slowing down of relaxation dynamics of liquids approaching the glass transition remains a highly
debated problem, where the crux of the puzzle resides in the elusive increase of the activation barrier ∆E(T )
with decreasing temperature T . A class of theoretical frameworks — known as elastic models — attribute
this temperature dependence to the variations of the liquid’s macroscopic elasticity, quantified by the high-
frequency shear modulus G∞(T ). While elastic models find some support in a number of experimental studies,
these models do not take into account the spatial structures, length scales, and heterogeneity associated with
structural relaxation in supercooled liquids. Here, we propose and test the possibility that viscous slowing
down is controlled by a mesoscopic elastic stiffness κ(T ), defined as the characteristic stiffness of response
fields to local dipole forces in the liquid’s underlying inherent states. First, we show that κ(T ) — which is
intimately related to the energy and length scales characterizing quasilocalized, nonphononic excitations in
glasses — increases more strongly with decreasing T than the macroscopic inherent state shear modulus G(T )
(the glass counterpart of liquids’ G∞(T )) in several computer liquids. Second, we show that the simple relation
∆E(T )∝ κ(T ) holds remarkably well for some computer liquids, implying a direct connection between the
liquid’s underlying mesoscopic elasticity and enthalpic energy barriers. On the other hand, we show that for
other computer liquids, the above relation fails. Finally, we provide strong evidence that what distinguishes
computer liquids in which the ∆E(T ) ∝ κ(T ) relation holds, from those in which it does not, is that the
latter feature highly fragmented/granular potential energy landscapes, where many sub-basins separated by
low activation barriers exist. Under such physical conditions, the sub-basins do not properly represent the
landscape properties that are relevant for structural relaxation.

I. INTRODUCTION

Despite enormous research efforts over several decades,
there is still no consensus regarding the mechanism that
governs the stupendous increase in viscosity of super-
cooled liquids upon cooling toward their glass transition
temperature Tg.

1–7 That the relaxation time increases
upon supercooling is not a mystery in itself; the chal-
lenge that this phenomenon presents is to explain why
the liquid dynamics slows down so dramatically upon su-
percooling — in most cases, the relaxation time or vis-
cosity vary by 14 orders of magnitude over a reduction
of less than 50% in temperature.8,9

Solving the glass transition riddle amounts to under-
standing the temperature dependence of the activation
energy ∆E(T ) that enters a Arrhenius-like relation for
the primary structural relaxation time τα or the shear
viscosity η of a liquid, of the form

τα(T ) ∼ η(T ) ∼ exp
(
∆E(T )/kBT

)
. (1)

The activation energy usually increases upon cooling,
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in a few cases stays nearly constant, and never de-
creases. One distinguishes between ‘fragile’ and ‘strong’
glassforming liquids by the relative variation of the ac-
tivation energy ∆E(T ) throughout the relevant tem-
perature range (approximately [Tg, 2Tg]), with fragile
(strong) systems featuring a larger (smaller) relative vari-
ation. Analysis of experiments and simulation data
shows that in the most fragile systems the activation
energy varies by nearly a factor of four across the rel-
evant temperature range10,11. Theoretical approaches
that offer an explanation for the huge slowing-down
of structural relaxation dynamics of supercooled liq-
uids put forward throughout the years include Mode
Coupling Theory,12,13 thermodynamic approaches,14,15

Random First Order Theory (RFOT),16 Frustration-
Limited Domains,17 locally-favored structures,18,19 ki-
netically constrained frameworks,20–22 and many others
described in several excellent reviews.23–30

Another set of approaches to the glass transition prob-
lem — coined ‘elastic models’ — attribute the slowing-
down of supercooled liquids’ dynamics to changes in their
elastic properties that occur upon supercooling.8,31–36 A
subset of elastic models link the activation energy to
atomistic elastic observables such as high frequency vi-
brational mechanics34 or the stability of soft modes per-
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taining to metastable states of the free energy.35,36

Of relevance to our discussion here is a class of elastic
models1,8,31–33,37 that adopts a continuum-elastic view-
point. The so-called shoving model proposes that relax-
ation events in supercooled liquids require an isotropic
local volume expansion, regarding for simplicity the sur-
rounding liquid as a homogeneous medium described by
standard continuum elasticity theory. Since the associ-
ated strain field outside a local isotropic expansion is ex-
clusively volume-conserving, shear-like in nature38 and
occurs over a short, elastic time scale, the shoving-model
barrier toward structural relaxation is governed by the
macroscopic high-frequency shear modulus G∞ (see the
related discussion in Refs. 39,40), i.e.,

∆E(T ) ∝ G∞(T )Vc . (2)

Here Vc is a characteristic volume, which for simplicity
is assumed to be temperature-independent. While some
experiments support Eq. 2,1,2 the shoving model lacks a
concrete connection with the geometry, atomistic nature
and mesoscopic spatial extent of relaxation events. In
particular, the model does not take into account the spa-
tially varying elastic properties of any supercooled liquid.

Which micromechanical observables do bear structural
and geometrical similarities with structural relaxation
events? Previous simulations41–44 demonstrated that
low-frequency, quasilocalized vibrational modes strongly
correlate with the spatial organization and loci of relax-
ational flow events in supercooled liquids. Those observa-
tions suggest that the elastic stiffness relevant for struc-
tural relaxation events in supercooled liquids is that as-
sociated with soft, quasilocalized modes (QLMs) rather
than macroscopic elastic moduli. Recently, there has
been considerable progress in understanding the statis-
tical, structural and energetic properties of QLMs in
structural glasses.45–51 It is now well-established that
QLMs generically populate the low-frequency vibrational
spectra of structural glasses. These modes’ frequencies
ω follow a universal distribution that grows from zero
as ω4, independently of microscopic details,45,51 spatial
dimension,47 or glass preparation history,48–50 in agree-
ment with some previous theoretical predictions,52,53 but
at odds with others.54–57

Since the energy distribution of soft QLMs is scale-
free,45,47,51 it is not possible to sharply determine their
characteristic energy from the vibrational spectrum
alone, as discussed at length in Refs. 49,50. While anhar-
monic frameworks that embed definitions of QLMs have
been put forward,58–60 it is currently impossible to de-
tect a glass’ full population soft excitations. Instead, in
Refs. 49,50 it was proposed that a good proxy for QLMs’
characteristic energy can be obtained by considering the
energy associated with a glass’ typical response to local
force dipoles, referred to in what follows as the dipole
stiffness κ. As we shall show below, κ is highly sensitive
to the formation history of the glass, and increases sig-
nificantly more with annealing compared to the athermal

FIG. 1. Structural similarity between a soft quasilocalized
excitation (left) and a normalized response to a local force
dipole (right) in a two-dimensional computer glass.49 The ap-
plied force dipole is shown in red.

0 0.5 1

displacement (t ≈ τα/6)

100 101

κ

FIG. 2. Propensity for motion61 in the viscous liquid is highly
correlated with the local dipole stiffness in a two-dimensional
computer liquid.49 (left) Isoconfigurational average of the
neighbor-relative displacement62 after t ≈ τα/6. (right) Lo-
cal κ-field. The color of each bond represents the stiffness
of the response to the force dipole between the two particles
that constitute the bond, and bonds between all interacting
pairs are shown (see Appendix A). Circles denote the loci of
soft QLMs, demonstrating that soft local dipole stiffnesses
are correlated with soft QLMs (measured as described in Ap-
pendix B).

shear modulus G.

Let us briefly review and illustrate the key ideas of
Refs. 49,50 that are relevant to our discussion; Fig. 1
demonstrates the similarity between a soft QLM — a
rare mechanical fluctuation — and a typical response of
the same glass to a local force dipole. Fig. 2 shows that
the spatial map of motion-propensity61 in a viscous com-
puter liquid is highly correlated with the spatial map of
κ measured in the inherent state (IHS) underlying the
initial liquid configuration. Importantly, Fig. 2 further
shows (see circles and figure caption) that soft dipole
stiffnesses are correlated with the loci of soft QLMs.63

Finally and of particular relevance, Fig. 3 demonstrates
the sensitivity of the mean dipole stiffness κ(Tp) to ther-
mal annealing, quantified by the parent temperature Tp
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FIG. 3. Relative change of the mean dipole stiffness κ and
athermal shear modulus G in the 3DIPL model,49 as a func-
tion of the parent temperature Tp from which the glass sam-
ples were instantaneously quenched.

from which glasses were instantaneously quenched: the
variation of κ(Tp) is almost 100% over the range accessi-
ble with molecular dynamics simulations, compared to a
variation of only 26% of G.

The above line of reasoning — i.e., that the character-
istic stiffness of QLMs may control the structural relax-
ation rate, and that this highly annealing-dependent stiff-
ness is faithfully captured by the characteristic (mean)
dipole stiffness κ(Tp) — naturally leads to the hypothe-
sis that the energy scale ∆E(T ) of Eq. 1 should be pro-
portional to κ(T )≡κ(Tp = T ). We emphasize that this
hypothesis rests crucially on the simplifying assumption
that upon lowering the temperature, the relevant energy
barriers for relaxation in the viscous liquid are homoge-
neously rescaled by the single curvature κ, representing
a characteristic energy scale of the glass.

In this work, we find that the relation ∆E(T )∝ κ(T )
holds remarkably well in two canonical glassforming com-
puter liquids (see details below), from the mildly su-
percooled liquid regime to the most deeply supercooled
regime currently accessible with Graphical Processing
Unit (GPU) simulations. These observations imply that
for some liquids there exists a direct connection between
the liquid’s underlying mesoscopic elasticity and energy
barriers, and that the latter are enthalpic in nature.
However, we also identify and study two other glass-
forming computer liquids for which ∆E(T ) appears to
grow faster than κ(T ) upon supercooling. We provide
strong evidence that what distinguishes the two pairs of
liquids is that the latter two feature a much more frag-

mented/granular potential energy landscape, character-
ized by many sub-basins separated by minute energy bar-
riers. These are crossed at timescales much smaller than
the typical vibrational timescale of the supercooled liq-
uid. Under such physical conditions, one does not expect
κ(T ) — which probes the mesoscopic elasticity of sub-
basins — to properly capture the landscape properties
relevant for crossing the barrier ∆E(T ) associated with
slow structural relaxation.

Finally, we perform a microscopic analysis of inher-
ent state mesoelastic properties (‘mesoelastic’ hereafter
refers to mesoscopic elasticity), and show that, in mod-
els that follow ∆E(T ) ∝ κ(T ), the local κ field corre-
lates well with local particle mobility, consistent with
previous work.41–44 These local, spatial correlations put
the relation ∆E(T ) ∝ κ(T ) on firmer, causal grounds.
In contrast, we find that in models that do not obey
∆E(T )∝κ(T ), local correlations between the κ-field and
local particle mobility deteriorate and disappear.

The presentation of our results is organized as follows.
In Section II we describe the computer glassforming mod-
els and physical observables studied in this work. In Sec-
tion III we present our results for all models, starting
with a test of the hypothesis ∆E∝κ(T ), followed by an
analysis of the complexity of the potential energy land-
scapes of the different models that reveals the origin of
the observed differences between the models, and finally
presenting a microscopic spatial-correlation analysis be-
tween mobility and the local stiffness. Section IV sum-
marizes and discusses future research directions.

II. MODELS AND METHODS

A. Models

We employ four different glassforming models in three
dimensions. We describe each model briefly, and refer
the reader elsewhere for detailed descriptions.

Inverse-power-law (IPL) — The IPL model is a 50:50
binary mixture of particles interacting with a pairwise
potential U(r) ∼ r−10.49 We also employ the two-
dimensional version of this model for illustrative purposes
in Fig. 1 and Fig. 2.

Modified binary Lennard-Jones (mBLJ) — This model
is a modification of the Kob-Andersen 80:20 binary
mixture64 that is more resistant to crystallization due to
the decreased strength of the AA and BB interactions.65

Sticky Spheres (SS) — The SS model is a 50:50 binary
mixture with a pairwise potential that is piecewise de-
fined; the repulsive part is identical to that of the canon-
ical Lennard-Jones potential, whereas the attractive part
is much stronger and is cut off at a shorter range.66 We
use the model with a dimensionless cutoff xc=21/6×1.2
referred to as the CSS model in Ref. 67.

Stillinger-Weber (SW) — The SW model68 is a network
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glassformer with a three-body term in the potential en-
ergy that favors local tetrahedral geometry. We chose
all parameters equal to the original silicon model, except
for the strength of the three-body term, which we put to
λ = 18.75. This choice was found to optimize glassform-
ing ability.69 A detailed description, including the expres-
sion for the Hessian matrix (defined in Appendix A), may
be found in Ref. 51.

B. Simulation details

Simulations were performed∗ in the NV T -ensemble us-
ing the Nosé–Hoover thermostat.73 The density ρ, system
size N , integration time step δt, and Nosé-Hoover cou-
pling time τNH for each model are given in Table I. At
each temperature, we thermalized the liquid until the
mean squared displacement (MSD) and the self-part of
the intermediate scattering function74 Fs(t; qmax) became
time-translationally invariant.† The correlators Fs and
MSD are always understood to pertain to the largest par-
ticle species, and qmax corresponds to the position of the
first peak of the static structure factor of the largest par-
ticle species, unless noted otherwise. The value of qmax

for each model is given in Table I.

After thermalization, we performed equilibrium
measurements and regularly performed instantaneous
quenches using either the FIRE algorithm76 or conjugate-
gradient minimization to create ensembles of inherent
states, which are labeled by the parent temperature Tp
from which they were quenched. We define the structural
relaxation time τα according to Fs(τα; qmax) = 0.2. The
elastic quantities G and κ are calculated in the ensembles
of inherent states; this procedure, including the statistics
needed to obtain ensemble averages, is described in Ap-
pendix A.

IPL mBLJ SS SWa

ρ 0.82 1.2 0.6 0.52
N 2000 8000 3000 8000
δt 0.005 0.005 0.005 0.065
τNH 0.2 0.2 0.2 6.5
qmax 6.35 7.25 5.47 6.28

aFor a conversion to SI units based on the original
parametrization of crystalline silicon, see Ref. 68.

TABLE I. Density ρ, system size N , integration time step δt,
coupling time of the Nosé-Hoover thermostat τNH, and the
position of the first peak of the static structure factor of the
largest particle species qmax in microscopic units for all models
studied.

∗We employed the molecular dynamics software packages
RUMD70 for the mBLJ model, HOOMD-blue71 for the IPL and
SS models, and LAMMPS72 for the SW model.

†All correlators were calculated with the Atooms-
Postprocessing package75 and the RUMD analysis tools.70

C. Units

All particles in all models have mass m, and we work
in units in which m=kB =1. To facilitate comparison be-
tween models, all quantities are reported in microscopic
units rescaled by the appropriate combination of length
a0≡(V/N)1/3 and time t0≡a0/

√
T . This choice of units

guarantees a collapse of the MSD in the regime of ballis-
tic motion, which ends at approximately t/t0≈0.1 for all
models, see Appendix D 1.

III. RESULTS

A. The relation between activation energy and the
characteristic dipole stiffness in supercooled liquids

We start by testing the proposition that the activation
energy of supercooled liquids is proportional to the char-
acteristic glass dipole stiffness κ(T ). Specifically, we test
a functional relation of the form

log

(
τα
t0

)
∼ κ(T )

T
, (3)

which is hereafter referred to as the mesoelastic model.
We present results for all four glassforming models side-
by-side in Fig. 4. Panels (a1-4) show the self-part of
the intermediate scattering function for all temperatures
studied, from which the structural relaxation is extracted
as Fs(τα; qmax) = 0.2 (see Section II). Panels (b1-4) show
the structural relaxation time τα vs. 1/T . Panels (c1-4)
show the relative change of κ and G as a function 1/Tp,
demonstrating that κ is more sensitive to annealing than
G for all models studied (see Fig. 3).

Finally, panels (d1-4) of Fig. 4 show the fit to Eq. 3,
and constitute the main result of this paper. Remark-
ably, for the IPL and mBLJ models, the functional form
is valid from the very start of the activated regime —
around t/t0≈10, which is around 100 times the duration
of the ballistic regime of the MSD (see Appendix D 1)
— demonstrating that the activation energy in these su-
percooled liquids is determined by κ(T ). A corollary of
this remarkable observation is that the activation energy
barrier ∆E(T ) is enthalpic in nature, as no entropic con-
siderations have been invoked. The fit to Eq. 3 involves
the dimensionless time and length (t̃, ˜̀), defined accord-

ing to log(τα/t0) = (˜̀a0)2κ(T )/T + log t̃. We find that

(t̃, ˜̀) are (0.10, 0.37) for the IPL model and (0.017, 0.42)
for the mBLJ model, comparable in magnitude to the
physical reduced scales of the duration of the ballistic
regime and the particle diameter.

Intriguingly, in the cases of the SS and SW systems,
the mesoelastic model of Eq. 3 breaks down — the tenta-
tive range of validity is too small or nonexistent, and the
tentative value of t̃ is many orders of magnitude smaller
than any reduced timescale intrinsic to the system. What
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FIG. 4. Structural relaxation in the supercooled liquid is controlled by κ(T ) — the mean stiffness of the underlying glass’
response to local force dipoles — in the IPL and mBLJ models, but not in the SS and SW models. (a1-4) Self-part of the
intermediate scattering function Fs(t; qmax) vs. t/t0. The structural relaxation time τα is defined as F (τα; qmax) = 0.2; the
threshold 0.2 is shown with a dashed line. (b1-4) τα/t0 vs. 1/T . (c1-4) Relative change of κ and G as a function of 1/Tp; for

each model, the relative increase of κ is greater than that of G. (d1-4) Fit to the Arrhenius relation Eq. 3 [where t̃ and ˜̀ are

defined according to log(τα/t0) = (˜̀a0)2κ(T )/T + log t̃], demonstrating that the activation energy of the supercooled liquid is
given by κ calculated in the glass in the IPL and mBLJ models (row one and two), but not in the SS and SW models (row
three and four).

is the origin of the breakdown of the mesoelastic model
in some cases and not in others? In the next Subsection,
we propose that dramatic changes in the properties of
the potential energy landscape (PEL) between the dif-
ferent glassformers studied here are responsible for the
observed breakdown of the mesoelastic model in the SS
and SW systems.

B. Fragmentation/Granularity of the potential energy
landscape

What distinguishes the respective PELs of the IPL
and mBLJ models, whose relaxational dynamics are well-
predicted by the mesoelastic model, from the SS and SW
models, for which the mesoelastic model fails? Here we
show that the potential energy landscape of the SS and
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FIG. 5. The potential energy landscape of the SS and SW models is more fragmented/granular than that of the mBLJ and IPL
models. (a) Inherent state potential energy UIHS (with respect to an arbitrary reference value) rescaled by the temperature T ,
vs. reduced time Nt/(N0tvib) (see discussion in text). (b) Reduced inherent state transition rate. Panels (c) and (d) show the
same analysis for the SS model at three different densities, demonstrating that the fragmentation/granularity of the potential
energy landscape decreases substantially with increasing density in this compuer liquid. Error bars represent the 90% confidence
interval obtained with the Bootstrap method77 (using the software package scikits-bootstrap78). Except for the IPL model,
error bars are smaller than the symbol size.

SW models is much more fragmented/granular, meaning
that the configuration-space volume (basin) associated
(e.g., by steepest descent dynamics79) with any single in-
herent state (local minimum of the PEL) is much smaller.
As a result, when considering the inherent state trajec-
tories that underlie a supercooled liquid dynamical tra-
jectory, one observes very frequent transitions between
nearby minima on the PEL, over timescales much smaller
than any of the system’s intrinsic timescales. We note
that this phenomenon was already observed in Ref. 80
for the extended simple point charge model of water.81

To perform a quantitative assessment of the PEL frag-
mentation/granularity of the glass forming models un-
der consideration, we inspect short-time inherent state
trajectories, as done e.g. in Ref. 82. To meaningfully
compare between different models, we used state points
of comparably high viscosity, see further details in Ap-
pendix D 2.

In Fig. 5(a), a representative trajectory of the inher-
ent state potential energy UIHS (relative to an arbitrary
reference value) rescaled by the temperature T is plotted
vs. the reduced time Nt/(N0tvib) for each model. We
have made energy and time dimensionless to be able to
assess all models on the same footing. The unit of time
tvibN0/N is explained as follows. First, tvib represents
the duration of the regime of ballistic motion, which is ap-
proximately 0.1t0 for all models (see Appendix D 1). Sec-
ond, since transitions on the potential energy landscape
consist of local molecular rearrangements, the number of
inherent state jumps per unit time is expected to scale
with the system size N .23 We set N0 = 1000 arbitrarily,
so that by counting the number of jumps in UIHS in this
unit of time, we are effectively measuring the number of
transitions a system of 1000 particles would make per
ballistic timescale tvib. Note that we measure the ex-

tensive potential energy differences, since the potential
energy difference between subsequent inherent states is
expected to be N -independent.23

The contrast between different models is striking; in
the IPL and mBLJ models, the system resides in a single
inherent state for a substantial period of time. In the SS
and SW models however, the system makes transitions at
a rate far higher than the inverse of any intrinsic micro-
scopic timescale. To quantify this observation, we plot
the reduced inherent state transition rate ΓtvibN0/N for
each model in Fig. 5(b), which was averaged over ten
trajectories with different initial equilibrium configura-
tions.∗ There is at least an order of magnitude difference
between the transition rates of the two pairs of models.
Remarkably, the IPL and mBLJ models are also sepa-
rated by an order of magnitude difference, indicating that
in the mBLJ model — where a 1000-particle system at
a viscous state point transitions between different basins
of the PEL once every ballistic time — the potential en-
ergy landscape is already appreciably more intricate than
in the IPL model. We include movies of representative
inherent-state trajectories for all models in the Supple-

∗In principle, back-and-forth inherent state transitions can oc-
cur in arbitrary small time windows ∆t, causing an undercount
of the true number of transitions. Furthermore, we omit from our
count transitions that occur between two states with identical UIHS,
since we measure transitions as jumps ∆UIHS > ε with ε = 10−5

(we verified that changing ε over several orders of magnitude does
not change the results). We chose an integration time step equal to
the molecular dynamics time step for the IPL and mBLJ models,
and equal to one-tenth the molecular dynamics time step for the
SS and SW models, so that the undercounting effect of back-and-
forth transitions is expected to be small. The undercounting effect
of transitions with ∆UIHS = 0 is also expected to be small.
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FIG. 6. The local correlation between dipole stiffness κ and mobility is high in the SS model at high density, but decreases
significantly as the density is lowered. (a1-3) Fit to the Arrhenius relation of Eq. 3 (cf. Fig. 4). (b1-3) Distribution of
local κ rescaled by the bulk average P (κ/ 〈κ〉) for the mobile, immobile and total population (see definitions in text). (c1-3)
Rank distribution of local κ for the mobile and immobile population (0 and 1 represent the lowest and highest value of the
configuration).

mentary Material.[Ref. to be inserted by editor]

Can the fragmentation/granularity of a glassformer’s
PEL be altered by varying a single external parameter?
To address this question, we consider the SS model, and
study its dynamics and landscape granularity under vari-
ations of the density ρ. We select the three densities 0.6,
0.7 and 0.95 (see Appendix C for simulation details), and
focus our analysis on state points of similarly high vis-
cosity (see Appendix D 2). We note that across all three
densities, we observe no difference in the degree of dy-
namical heterogeneity, see Fig. 11(c) in Appendix D 2. In
Fig. 5(c) we present characteristic inherent-state poten-
tial energy trajectories for supercooled dynamics of the

SS model at the aforementioned densities. As with the
four models discussed above, we find that the inherent
state trajectory becomes increasingly less erratic as the
density is increased, signaling an associated reduction of
the degree of PEL granularity. In Fig. 5(d) we report the
PEL interbasin transition rate; we find that increasing ρ
in the SS model results in a decrease of this rate by over
two decades, similar to the variation observed between
the four glassformers discussed above.

The dramatic decrease upon compression of the PEL
interbasin transition rate in the SS model suggests
that mesoelastic properties of the glasses underlying the
denser states should be predictive of those states’ super-
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cooled relaxation dynamics. This suggestion is corrobo-
rated in Fig. 6(a1-3), in which we show that the mesoe-
lastic model is predictive of the dense [ρ = 0.95, panel
(a3)] SS liquid dynamics. However, as expected, it fails
as the density is decreased [see panels (a1) and (a2)], as
the liquids’ PEL becomes more granular.

C. Local correlations between dipole stiffness and mobility

Until this point, we have presented and discussed ev-
idence for a relation — or lack thereof — between the
mean mesoscopic dipole stiffness κ and the mean pri-
mary structural relaxation time τα. In order to establish
that this observed relation between mesoscopic elasticity
and dynamics is causal, in this final section we investi-
gate the correlation between local dipole stiffness fields
and local fields of particle mobility. We focus on the
SS model under variations of the density ρ, as explained
above. In Section III B we pointed out that, at ρ= 0.6
(‘low density’), the mesoelastic model of Eq. 3 is not
predictive, and hence we expect there to be weak or no
correlation between local dipole stiffness fields and local
particle mobility; at sufficiently high densities, we have
seen that the dynamics are predicted by the mesoelas-
tic model, and therefore expect to find local correlations
between the κ-field and particle mobility.

To test these expectations, we define the particle mo-
bility, or propensity of motion, as the particle’s average
displacement in the isoconfigurational ensemble61 after a
time τα/10. For each density, we collected 240 indepen-
dent inherent states from which we started 20 indepen-
dent simulations with velocities drawn from the Maxwell-
Boltzmann distribution. For each initial configuration,
we then determined the most mobile and least mobile
particles of the large species∗ in each spherical region of
radius rBBcut (the cutoff radius of the large-large interac-
tion†), and selected from this subset the 5 most mobile
and 5 least mobile particles. With this procedure, we
thus obtain a population of 240×5=1200 large particles
at the mobile and immobile extremes. We define the lo-
cal κi for particle i as the arithmetic mean of κij (see
Eq. A4) over the set of interacting pairs ij. In Fig. 6(c1-
3), we report the distribution of local κ (rescaled by the
bulk average) P (κ/〈κ〉) for the mobile, immobile and to-
tal population. As expected, for the highest density [see
Fig. 6(c3)] the mobile and immobile distributions are well
separated, with mobile and immobile particles featuring
significantly below- and above-average κ, respectively.

∗All results in this section hold also for the small particle
species. Correlations involving mobility have to be calculated on a
per-species basis however, because the expected mobility of small
particles is higher than that of large particles.

†We confirmed that the results are not dependend upon rea-
sonable changes in this cutoff length.

Upon lowering the density [see Fig. 6(c1-2)], the sepa-
ration decreases and finally almost vanishes.

To quantify the degree of correlation, for each initial
inherent state we rank the local κ-field on a per-species
basis, with 0 and 1 representing the lowest and highest
values. Fig. 6(d1-3) shows the distribution of ranks of the
mobile and immobile population for each density. For the
highest density, the most mobile and immobile particles
are overwhelmingly also the particles with respectively
the lowest and highest κ. In accordance with the data in
panels (c1-3), at intermediate and low density this cor-
relation becomes significantly smaller. It is noteworthy
however, that even for the lowest density the immobile
particles have a relatively high probability to have a very
large κ, whereas the correlation between high mobility
and small κ breaks down almost completely. We further
comment on this observation in Section IV.

To visualize these correlations, in Fig. 7 we show side-
by-side particle maps of the κ and mobility rankings for
a representative configuration at each density. Finally,
we calculate Spearman’s rank correlation coefficient Cs

— the correlation coefficient between the rankings of the
inverse of κ and the mobility — of the total particle pop-
ulation on a per-species basis. For each density, we report
the ensemble average of the species-averaged Cs in Fig. 7,
once again confirming that the degree of correlation de-
creases significantly as the density is lowered.‡

IV. DISCUSSION

In this work, we put forward and tested the hypothesis
that the activation energy ∆E that controls structural
relaxation in supercooled liquids is proportional to the
characteristic stiffness scale κ of the underlying glass’ re-
sponse to local force dipoles. We find that the proposed
relation ∆E ∝ κ holds remarkably well in two canon-
ical glassforming models (IPL and mBLJ), which also
suggests that activation barriers against structural re-
laxation in these systems are predominantly enthalpic
in nature.8,84 This suggestion stand at odds with re-
cent claims of Ref. 86, in which it is argued that the
activation barriers in a similar glassformer are predom-
inantly entropic. We further highlighted the existence
of correlations between local κ-fields in inherent states
that underlie equilibrium states and particle mobility in
the ancestral supercooled liquid. These correlations re-
inforce the causality of the observed relation between
bulk mesoscopic elasticity and supercooled liquid dynam-
ics. We also show that ∆E ∝ κ breaks down for two
other well studied glassforming models, namely the SS

‡We note that the reported values for Cs increase if the lo-
cal κ and mobility fields are spatially coarse-grained, as was done
in Ref. 7, but that the decreasing trend with decreasing density
remains the same.
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ρ = 0.60 Cs = 0.13

ρ = 0.70 Cs = 0.18

ρ = 0.95 Cs = 0.43

0 0.5 1

mobility rank

0 0.5 1

κ rank

FIG. 7. Local κ and mobility rankings for a representative
configuration at each density ρ, demonstrating that that the
correlation Cs decreases significantly as the glass’s PEL gran-
ularity is increased by lowering the density. See text for defi-
nitions and additional discussion.

and SW models. We propose that this breakdown stems
from a dramatic difference in the degree of fragmenta-
tion/granularity of these respective models’ PELs, as il-
lustrated by the cartoon in Fig. 8. Finally, we established
that on the local (particle) level, the spatial correlation
between low-κ regions — indicative of the loci of soft
quasilocalized excitations — and high-mobility regions
gradually deteriorates as the degree of PEL fragmenta-
tion/granularity is increased.

We stress that we tested a hypothesis that may be
deemed as excessively simple; inspired by the shoving
model,8 we posited that upon lowering the temperature,
the relevant energy barriers for relaxation in the viscous
liquid are proportional to the characteristic curvature κ
of QLMs. We agree with Goldstein’s assertion in his
seminal paper on the potential energy barrier picture of
viscous liquids87 that “[t]here is every reason to think
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FIG. 8. The cartoons illustrate the difference between the
PELs of ‘simple’ glass forming models [panel (a), schemat-
ically representing e.g. the IPL and mBLJ models], whose
supercooled dynamics appear to be controlled by mesoelastic
properties, and highly granular PELs [panel (b), schemat-
ically representing e.g. the SW and SS models], associated
with models in which dynamics appear to be indifferent to
underlying inherent-state elastic properties. Similar illustra-
tions can be found in previous literature.23,83–85

that the viscosity of a liquid is a property sensitive to
fine details of the laws of force between the individual
molecules of the liquid, as well as to the presence or ab-
sence of internal molecular degrees of freedom. No theory
[. . .] with a major stress laid on one or another ther-
modynamic property, itself a gross average over all the
complexities of molecular interaction and shape, is going
to be anything better than semiquantitative in charac-
ter”. He added, however, that there exists “an extremely
useful role for crude theories of viscosity: those that are
found to be successful may suggest directions for more
theoretically oriented and rigorous approaches to follow.”
Judged by this standard, we have exceeded expectations
by identifying a bulk-average quantity that quantitatively
predicts the structural relaxation over the entire (simu-
lationaly accessible) viscous range in commonly studied
glassformers.

Our results for models that obey ∆E ∝ κ reinforce
the idea — established by the early findings of Refs. 41–
44 — that mesoscopic elasticity and soft quasilocalized
excitations should play an important role in future theo-
ries of viscosity, dynamical heterogeneity and facilitation.
Our results are fully consistent with the work of Ref. 88,
which demonstrates that dynamical facilitation is elasti-
cally mediated. This underlines the necessity of reliably
extracting the full field of soft QLMs (a study that is
currently underway), and points to QLMs’ mutual inter-
action — and how it is correlated with dynamical facil-
itation — as an important direction of future research.
Furthermore, it would be interesting to correlate local
particle mobility with micromechanical properties of soft
QLMs such as their stiffness and anharmonicity of their
associated local energies,59 especially under shear. Fi-
nally, the connection between mesoscopic elasticity and
structural relaxation should be verified out of equilibrium
(below Tg).
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Our results for the models that do not obey ∆E ∝ κ
make clear that the connection between soft excitations
in the inherent state and structural relaxation in the su-
percooled liquid is not universal. In fact, these models’
extremely high transition rate between inherent states
raises doubts about the assumption that a single inher-
ent state is representative of the glass phase. Future
research should aim to understand the nature of these
rapid transitions, and determine if a distinction can be
made between transitions that contribute to relaxation
and those that do not.

Relatedly, an important future research direction is the
determination of the causal factors affecting the degree
of granularity of glassformers’ PELs. As a first step,
we demonstrate a clear correlation between high PEL
fragmentation/granularity and dominance of attractive
forces, as made evident by overlapping our models’ pair
correlation functions with their pairwise potentials, see
Fig. 12 of Appendix D 3. This correlation raises the
question whether it is possible to relate a liquid’s PEL
granularity to mechanical inannealability85 — the strong
suppression of thermal-annealing-induced stiffening of G
and κ [as demonstrated in Fig. 4(c3, d3)] — since both
phenomena seem to emerge in systems featuring strong
attractive interactions. Such interactions have also been
shown to induce the stiffening and depletion of QLEs,
accompanied by changes in QLEs’ destabilization mech-
anisms and in their spatial structure and geometry.67 Fu-
ture research will have to determine why the connection
between soft QLEs and structural relaxation can break
down under the influence of attractive interactions, and
what role, if any, soft QLEs play in structural relaxation
in this class of systems.

Another important topic for future study is the relation
between soft QLMs, the stiffness κ and structural relax-
ation near the unjamming transition,89–91 which marks
the point at which purely repulsive systems lose their
rigidity as the degree of connectedness of the underlying
network of strong interactions is reduced below a critical
value. Near this transition, the potential energy land-
scape becomes hierarchical and complex, and inherent
state transitions can be both localized and delocalized,92

suggesting that the simple picture ∆E ∼ κ might not
be correct. Interestingly, both repulsive liquids near
the unjamming transition and low-density liquids with
strong attractive interactions feature a complex energy
landscape; the differences and similarities between these
two situations warrants further research. Furthermore,
the limit of extreme stickiness is characterized by un-
usual, non-two-step relaxation in the viscous regime,93

which presents another striking similarity to the unjam-
ming transition (we emphasize that the low-density mod-
els studied in this paper do not approach this extremely
sticky limit, as they feature conventional two-step decay
of correlation functions).

Another promising future research direction is the con-
nection between the stiffness κ and “softness”, a machine-

learned quantity that represents the distance to the hy-
perplane that optimally separates mobile and immobile
particles in a high-dimensional space of local-structure-
descriptors.94–96 The probability for a particle to rear-
range has been shown to be Arrhenius in the softness,
and the structural relaxation time to be a function of the
average softness of the system,97 both in conventional
models and in a network glassformer.98 It would be es-
pecially interesting to use the softness to assess the pre-
dictive power of inherent state configurations in systems
with a high inter-inherent-state transition rate.

We have shown that in the models with highly frag-
mented PELs, immobile particles in supercooled states
correlate with regions of large local κ-fields. It would
therefore be natural to search for correlations between
high-κ regions in the underlying glasses and locally fa-
vored structures (LFSs). Finally, in Ref. 99 the authors
argued that the correlation between LFSs with mobility
is strongly system-dependent and typically very poor for
constituents interacting with softer repulsion potentials
(e.g., harmonic spheres). Thus, determining how the κ-
field correlates with mobility in this class of glassformers
is a logical next step.
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APPENDICES

Appendix A: Elastic observables

1. Definitions

We measure elastic properties in ensembles of inherent
states, that underlie equilibrium liquid configurations,
and generally depend on the parent (equilibrium) tem-
perature Tp from which they were quenched. We focus on
two observables: the macroscopic athermal shear modu-
lus G, defined as100

G ≡ 1

V

d2U

dγ2
=

1

V

(
∂2U

∂γ2
− ∂2U

∂γ∂x
·M−1 · ∂

2U

∂γ∂x

)
,

(A1)

where x are the particles’ coordinates, M ≡ ∂2U
∂x∂x

∣∣∣
x0

is

the Hessian matrix of the potential energy in the inherent
state x0, and γ is a strain parameter that enters the
imposed affine deformation x → H(γ)x with H(γ) =

I + γ î⊗ ĵ.

The second elastic observable we focus on is the typi-
cal stiffness κ associated with the mesoscopic response of
a glass to a local force dipole (see Fig. 1). The normal-

ized dipolar force d̂ij acting on the i, j pair of interacting
particles is

d̂ij ≡ 1√
2

∂rij
∂x

. (A2)

The linear response of a glass to this force is

zij = M−1 · d̂ij . (A3)

The stiffness associated with the response zij is then

κij =
zij ·M · zij

zij · zij
=
d̂ij ·M−1 · d̂ij

d̂ij ·M−2 · d̂ij
. (A4)

We note that the form of Eq. A4 implies that κij is sen-
sitive to local soft QLM, as described in Ref. 63.

2. Ensembles of inherent states

Throughout the main text, we denote by κ(Tp) the av-
erage of stiffnesses κij (Eq. A4) over randomly selected
interactions i, j in each glass of the ensemble with parent
temperature Tp. In Table II, we list for each model the
minimum ensemble size and number of dipole stiffnesses
κij calculated per temperature. In some models we used
significantly larger ensembles — and therefore calculated
significantly more dipole stiffnesses — for the higher tem-
peratures, than listed in Table II. This was required be-
cause the distribution P (κij) features a power-law tail
for small κij , related to the universal distribution of soft

Model IPL mBLJ SW SS

Density 0.6 0.7 0.95

Ensemble size 10000 128 200 238 49 93
# dipole stiffnesses 2M 164K 80K 476K 98K 186K

TABLE II. Ensemble size and number of dipole stiffnesses κij
(Eq. A4) calculated per parent temperature, for each model.

ρ 0.6 0.7 0.95

N 3000 4000 4000
δt 0.005 0.003 0.002
τNH 0.2 0.2 0.2
qmax 5.47 5.87 6.40

TABLE III. System size N , integration time step δt, coupling
time of the Nosé-Hoover thermostat τNH, and the position
of the first peak of the static structure factor of the largest
particle species qmax in microscopic units for the SS model at
various densities ρ.

quasilocalized excitations D(ω) ∼ ω4,63 the prefactor of
which can be significantly higher for poorly annealed en-
sembles, and varies from model to model.67,85 In each
case, we validated that the 90% confidence interval cal-
culated with the Bootstrap method77 (using the software
package scikits-bootstrap78) was smaller than the symbol
size used in Fig. 4.

We denote by G(Tp) the ensemble average of the ather-
mal shear modulus as defined in Eq. A1.

Appendix B: Extraction of soft quasilocalized excitations

In Fig. 2 we show the loci of soft QLMs in the 2DIPL
model49 at a viscous state point (T = 0.48). It is cur-
rently not possible to extract the full population of soft
QLMs, but we are able to find a subset with the follow-
ing method: for each interacting pair of particles ij we
calculate the dipole response ẑij (Eq. A3), which we use
as an initial condition to minimize the cost function de-
scribed in Ref. 60 to obtain a pseudoharmonic mode π̂. A
pseudoharmonic mode accurately represents quasilocal-
ized excitations, since it does not hybridize with phononic
modes.59 We show the twelve excitations with the small-
est stiffness λ(π̂) = π̂ ·M · π̂.

Appendix C: Simulation details of the SS model at different
densities

In Table III we report the simulation details for the
NVT simulations of the SS model at the three different
densities 0.6, 0.7 and 0.95.
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FIG. 9. (a1-a4) Mean squared displacement (MSD) vs. time in reduced units a0 and t0 (see text for definitions). In all
models, the ballistic regime ends approximately at 0.1t0. (b1-b4) Diffusion coefficient D vs. relaxation time τα in reduced units,
demonstrating Stokes-Einstein breakdown with an exponent in the range 0.74-0.79 for all models.
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FIG. 10. State points of similar viscosity across models, as
determined by a collapse in the species-averaged MSD [panel
(a)] and Fs [panel (b)] in reduced units. The deeply super-
cooled temperature we selected for each model is given in the
legend of panel (a).

Appendix D: Additional data

1. Short-time collapse of the MSD

Rescaling distance and time by a0 and t0 trivially guar-
antees that in equilibrium, MSD/a20 = 3(t/t0)2 in the
regime of ballistic motion (in units where m = kB = 1).
In Fig. 9(a1-4) we show that for all models, the ballis-
tic regime ends around 0.1t0, which we refer to as tvib.

In Fig. 9(b1-4) we show the breakdown of the Stokes-
Einstein relation101,102 by plotting the rescaled diffusion
coefficient Dt0/a

2
0 vs. τα/t0. The breakdown exponent

is in the range 0.74-0.79 for all models.

2. Selection of state points of similar viscosity across
models

In order to compare high-viscosity state points across
models, we selected for each model a deeply supercooled
temperature so that the species-averaged mean squared
displacement and self-intermediate scattering function in
reduced units approximately collapse. We report this
collapse in Fig. 10(a, b).

We follow the same procedure in selecting state points
of similar viscosity in the SS model at different densi-
ties, the result of which is shown in Fig. 11(a, b). Ad-
ditionally, Fig. 11(c) shows the distribution of particle
displacements (in reduced units) after a time interval
∆t = τα/10, demonstrating that the dynamical hetero-
geneity is almost completely insensitive to density.

3. Correlation between PEL fragmentation/granularity
and presence of attractive interactions

In this Appendix, we show that in the models that obey
the relation ∆E ∝ κ and feature a generic/nongranular
PEL (IPL and mBLJ), hard-core repulsive interactions
are dominant; in contrast, in the models that do not obey
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FIG. 11. State points of similar viscosity in the SS model at different densities, as determined by a collapse in the species-
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FIG. 12. Interactions are dominated by hard-core repulsion in the IPL and mBLJ models, whereas in the SS and SW models,
attractive interactions dominate. Solid lines denote the radial distribution function g(r) in the liquid, dotted lines in the glass
(left y-axes). The dashed lines denote the pairwise potential (right y-axes). In the mBLJ model, the potential is not a single
function of r/σij for all pairs of species; therefore we only show the AA- and AB-distributions (accounting for 64% and 32% of
the total radial distibution function, respectively). The SW model has only a single particle species.

the relation ∆E ∝ κ and feature a highly granular PEL
(SS and SW), attractive interactions are dominant.

To demonstrate this, in Fig. 12 we plot the radial dis-
tribution function g(r), and overlay the pairwise poten-
tial U(r) for all models. For each model, we selected
a state point of comparably high viscosity to perform
the g(r) measurement, see Appendix D 2. In the IPL
model, shown in panel (a), all interactions are by defi-
nition repulsive. The mBLJ model, shown in panel (b),
does feature an attractive part. At the simulated den-
sity, the most common AA interaction (accounting for
64% of the weight of the total radial distribution func-
tion) is dominantly repulsive, whereas the less common
AB interaction (accounting for 32% of the total) is dom-
inantly attractive. For the SS and SW models shown in
panels (b) and (c), the situation is very different. In the
SS model, a significant portion of interactions utilize the
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