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Abstract

In this paper we study relaxation phenomena in the original dissipative particle dynamics (o-

DPD) model. Using fluctuating hydrodynamics as the framework of the investigation, we focus

on the collective transverse and longitudinal dynamics. It is shown that classical hydrodynamic

theory predicts the transverse dynamics at relative low temperatures very well when compared to

simulation data; the theory fails for high temperatures, however. This is consistent with the fact

that for high temperatures the o-DPD model has gas-like behavior for which classical hydrody-

namics is not applicable. The relaxation time for the transverse dynamics is consistent with the

viscosity derived from stress correlations that include conservative forces, but neglect random and

dissipative contributions. For high temperatures, the spectrum for the longitudinal dynamics is

dominated by the Brillouin peak, which contrasts the spectrum at lower temperatures where the

Rayleigh peak is clearly visible. The latter is the behavior observed in liquid-phase Lennard-Jones

systems, and, importantly, it means that different underlying processes of the model are governing

the dynamics depending on the temperature. Finally, the self-part of the intermediate scatter-

ing function is compared to the predictions of the diffusion equation; this also reveals that single

particle dynamics are not correctly captured by the continuum theory at high temperatures. In

conclusion, we recommend that in order for the o-DPD model to be applicable to study hydrody-

namic phenomena, the system must be away from the gas-like region in phase space, that is, the

Schmidt number must be well above unity.

∗ jschmidt@ruc.dk
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I. INTRODUCTION

The dissipative particle dynamics (DPD) method [1, 2] is widely used to perform

mesoscale computer simulations of, e.g., polymer solutions [3], spinodal decomposition

[4], and fluid flows in micro- and nanopores [5, 6], just to name a few examples. A standard

DPD simulation involves a set of point mass particles interacting by three different forces;

a conservative, a dissipative, and a random force in such a manner that momentum is

conserved. The DPD particle can be thought of as a collection of molecules moving in a

coherent fashion [7]. The forces are often tweaked to mimic specific fluidic systems, e.g.,

the particles can be connected with spring forces to simulate polymer solutions and melts;

see for example the review by Moeendarbary et al. [8]. Importantly, the interparticle

conservative force is weak and usually without a strong repulsive core, which gives rise to a

large compressibility and zero excluded volume.

In the original DPD model, here denoted o-DPD, the conservative force is linear with

respect to the distance between the two point masses [9]. This model is simple and very

appealing; however, it yields an unrealistic equation of state which is quadratic in density

[9]. Also, the dissipative force depends only on the position and velocity differences of the

two interacting particles and neglects shear forces [10]. Even for the o-DPD model, the

parameter space is quite large and the physical interpretation of parameters is not always

straightforward. For example, the particle density can be chosen as a free parameter for a

given system, and from this choice the conservative force parameter can be estimated using

the compressibility [9]. Interestingly, this so-called adaptive approach leads to a decreasing

viscosity for decreasing temperature [5], which characterizes a gas [11]. This gaseous behavior

is also manifested by a Schmidt number of order unity [9]. (The Schmidt number is defined as

the ratio between the kinematic viscosity and diffusion coefficient.) Despite a lot of effort and

many extensions and modifications to the DPD method [10], likely due to its simplicity the

o-DPD model is used by the simulation community to simulate hydrodynamic phenomena,

see for example Refs. [5, 12–14].

Because of the features mentioned above, Español and Warren refer to the o-DPD model

as a toy model, which can nevertheless be used for simulations of fluctuating hydrodynamics

[10]. This is perhaps surprising knowing that classical hydrodynamics breaks down for gasses,

i.e., in the limit of large mean-free path compared to the characteristic length scale of the
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system, i.e., large Knudsen number [15]. To our knowledge, no systematic investigation

of the o-DPD model has been carried out in the framework of fluctuating hydrodynamics,

which is what we seek to do here.

We base our investigation on Onsager’s regression hypothesis, which states that the

regression of microscopically induced fluctuations in equilibrium follows the macroscopic

laws of small non-equilibrium disturbances [16], i.e., thermally induced perturbations relax

according to hydrodynamics. Typically, these relaxations do not refer to hydrodynamic

quantities like density and momentum directly, but instead to the decay of the associated

correlation functions [17], as predicted by hydrodynamic theory. We derive these correlation

functions from fluctuating hydrodynamics as this may not be known to the reader; also,

we present it in a slightly different form (albeit equivalent) from that of standard texts

[15, 18, 19]. To make the study manageable, we focus on a limited part of the parameter

space of the o-DPD model.

II. THE HYDRODYNAMIC RELAXATION FUNCTIONS

The hydrodynamic quantities we study here are the mass density, ρ = ρ(r, t), the stream-

ing velocity, u = u(r, t), and the excess kinetic energy per unit mass, e = e(r, t); this latter

quantity is defined as the difference between the local kinetic and average kinetic energy per

particle, me(r, t) = Ekin(r, t)− 〈Ekin〉, where m is the mass and 〈. . .〉 denotes the ensemble

average. Based on the microscopic hydrodynamic operator formalism [20] one can derive

the following the balance equations

∂ρ

∂t
= −∇ · Jm −∇ · (ρu) (1a)

∂ρu

∂t
= −∇ ·P−∇ · (ρuu) (1b)

∂ρe

∂t
= σe −∇ · Je −∇ · (ρeu) (1c)

where Jm is the mass flux tensor due to density gradients, P is the pressure tensor, and Je

the excess kinetic energy flux tensor. The excess kinetic energy is not a conserved quantity;

hence, the production term σe appearing in Eq. (1c). Furthermore, for the mass balance

equation, Eq. (1a), we have decomposed the mass flux into two parts; one due thermal

motion (a diffusive process), Jm, and one due to the fluid advective motion, ρu.
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The three quantities can be written as the sum of average and fluctuating parts, i.e.,

ρ = ρav + δρ, u = δu = (δux, δuy, δuz), and e = δe since the averages of the streaming

velocity and excess kinetic energy are zero. To first order in the fluctuations we have that

ρu = (ρav + δρ)δu ≈ ρavδu and ρe ≈ ρavδe . (2)

Using the framework of fluctuating hydrodynamics, [21] we now introduce the linear consti-

tutive relations with stochastic forcing

Jm = −D∇ρ+ δJm (3a)

P = (peq − ηv(∇ · u)) I− 2η0
os

(∇u) +δP (3b)

Je = −
λ

cV
∇e+ δJe (3c)

where D is the mass flux diffusivity coefficient, p is the normal pressure, ηv and η0 the bulk

and shear viscosities, λ the heat conductivity, cV the specific heat at constant volume, and
os

(∇u) is the trace-less symmetric part of the strain rate tensor.

Equations (3b) and (3c) are just Newton’s law of viscosity and Fourier’s law of conduction

with added stochastic forcing. However, as we cannot in general ignore cross-correlation

effects on small time and length scale, it is noted that D is not the self-diffusion coefficient

[22]. As the mass density and excess kinetic energy are scalars, that is of the same parity,

both fluxes in Eqs. (3a) and (3c) can be dependent on the gradients of ρ and e according to

Courier’s principle [23]. Here we follow Alley and Alder [18] and model the cross coupling

through the production term σe and the pressure peq.

In equilibrium the stochastic forcing term has a zero average [21] and is uncorrelated with

the hydrodynamic quantities, e.g., 〈δJm(r, t)δu(r′, t′)〉 = 0. Substituting Eqs. (2) and (3)

into Eq. (1), we arrive at the stochastic dynamics to first order in the fluctuations

∂δρ

∂t
= D∇2δρ− ρav∇ · δu−∇ · δJm (4a)

ρav
∂δu

∂t
= −∇δpeq + (ηv + η0/3)∇(∇ · δu) + η0∇

2δu−∇ · δP (4b)

ρav
∂δe

∂t
= σe +

λ

cV
∇2δe−∇ · δJe (4c)

since the advective terms are of second order. For local thermodynamic equilibrium, the

pressure fluctuations can be written as [19]

δp =

(
∂p

∂ρ

)

T

δρ+

(
∂p

∂T

)

ρ

δT =
1

ρavχT

δρ+
βV

cV
δe , (5)
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where χT = −1/V (∂V/∂p)T is the isothermal compressibility and βV = (∂p/∂T )ρ is the

thermal pressure coefficient. The production term for the excess kinetic energy is given by

Alley and Alder [18]

σe =
TβV

ρav

∂δρ

∂t
=

TβV

ρav

(
D∇2δρ− ρav∇ · δu−∇ · δJm

)
. (6)

Defining the Fourier transform as

f̃(k, t) =

∫∫∫
∞

−∞

f(r, t) e−ik·r dr (7)

and then substituting Eqs. (5) and (6) into Eq. (4) gives, in Fourier space,

∂δ̃ρ

∂t
= −Dk2δ̃ρ− iρavk · δ̃u− ik · δ̃J

m
(8a)

ρav
∂δ̃u

∂t
= −

ik

ρavχT

δ̃ρ− (ηv + η0/3)k(k · δ̃u)− η0k
2δ̃u−

iβvk

cV
δ̃e− ik · δ̃P (8b)

ρav
∂δ̃e

∂t
= −

TβV Dk2

ρav
δ̃ρ− iTβV k · δu−

λk2

cV
δ̃e− ik ·

(
δ̃J

e
+ δ̃J

m
)

(8c)

This holds for any sufficiently small wavevector k. If one makes a particular simple choice

for the wavevector, then the dynamics can be decomposed into transverse (normal) and

longitudinal (parallel) dynamics with respect to this wavevector. For example, if we select

k = (0, k, 0), then from Eq. (8) the transverse dynamics is given by the streaming velocity

components δ̃ux and δ̃uz via

∂δ̃ux

∂t
= −ν0k

2δ̃ux −
ik

ρav
δ̃Pyx (9a)

∂δ̃uz

∂t
= −ν0k

2δ̃uz −
ik

ρav
δ̃Pyz (9b)

where ν0 = η0/ρav is the kinematic viscosity. It is seen that Eqs. (9a) and (9b) are identical

with respect to the dynamics and that the transverse dynamics are independent of the energy

and density fluctuations. The longitudinal dynamics is given by

∂δ̃ρ

∂t
= −Dk2δ̃ρ− iρavkδ̃uy − ikδ̃J

m

y (10a)

∂δ̃uy

∂t
= −

ik

ρ2avχT

δ̃ρ− νlk
2δ̃uy −

ikβV

cV ρav
δ̃e−

ik

ρav
δ̃P yy (10b)

∂δ̃e

∂t
= −

TβV Dk2

ρ2av
δ̃ρ−

iTβV k

ρav
δ̃uy − κk2δ̃e−

ik

ρav

(
δ̃J

e

y + δ̃J
m

y

)
(10c)
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where νl = (ηv + η0/3)/ρav is the longitudinal kinematic viscosity and κ = λ/(cV ρav).

As mentioned above, one usually does not study the fluctuating quantities directly, but

rather the associated correlation functions. To this end we define the equilibrium time-

correlation function between quantities A and B as

CAB(k, t) =
1

V
〈A(k, t)B(−k, 0)〉 , (11)

where V is the system volume. Thus, multiplying Eqs. (9a) with δ̃ux(−k, 0) and taking the

ensemble average over initial conditions leads to

∂C⊥

uu

∂t
= −ν0k

2C⊥

uu (12)

for the transverse relaxation. Here C⊥

uu = 〈δ̃ux(k, t)δ̃ux(−k, 0)〉/V is the transverse velocity

autocorrelation function, and we have used that the stochastic forcing term is uncorrelated

with the fluctuating quantities. The solution to Eq. (12) is

C⊥

uu(k, t) =
kBT

ρav
e−ν0k

2t , (13)

where the initial value C⊥

uu(k, 0) = kBT/ρav is found by assuming equipartition.

From Eq. (10) one can form nine coupled correlation functions for the longitudinal dy-

namics. For example, dynamic equations for Cρρ, Cρu, Cρe are formed by multiplying Eq.

(10a) with δρ̃(−k, 0), δũ(−k, 0), and δẽ(−k, 0), respectively, and taking the ensemble aver-

age. In matrix notation, this yields a coupled linear differential equation system for all nine

correlation functions

d

dt




Cρρ Cρu Cρe

Cuρ Cuu Cue

Ceρ Ceu Cee




= −




Dk2 iρavk 0

ik
ρ2avχT

νlk
2 ikβV

cV ρav

TβV Dk2

ρ2av

iTβV k

ρav
κk2







Cρρ Cρu Cρe

Cuρ Cuu Cue

Ceρ Ceu Cee




. (14)

The coefficient matrix is referred to as the hydrodynamic matrix [19]. By performing the

matrix multiplication in Eq. (14) it can be seen that the longitudinal dynamics can be divided

into three sets of co-dependent correlation functions, for example, Ċρρ = A1(Cρρ, Cuρ), Ċuρ =

A2(Cρρ, Cuρ, Ceρ), and Ċeρ = A3(Cρρ, Cuρ, Ceρ), where A1, A2 and A3 are linear functions

represented by the hydrodynamic matrix. The three sets are written as triplets

{Cρρ, Cuρ, Ceρ}, {Cuu, Cρu, Ceu}, and {Cee, Cρe, Cue} (15)
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and each set of coupled differential equations can be solved from the hydrodynamic matrix.

Up to second order in wavevector, the solution for any of the nine correlation functions has

the form

CAB(k, t) = K1e
λ1k

2t + eλ2k
2t [K2 cos(cskt) + iK3 sin(cskt)] (16)

where

λ1 = −
κ

χTρavc2s
, λ2 =

1

2

[
κ

χTρavc2s
− (D + νl + κ)

]
, (17)

and cs defined via

c2s =
β2
V χTT − ρavcV
χT cV ρ2av

(18)

is the adiabatic speed of sound. The three integrating factors K1, K2, and K3 are found

from the initial conditions and are, in fact, not independent. Now, CAB is either a real or

purely imaginary valued function, which means that if K3 = 0 then in general K2 6= 0 and

K1 6= 0 while if K3 6= 0 then K2 = K1 = 0. In the case where CAB is real, the normalized

correlation function is written in the form

CN
AB(k, t) = KABe

λ1k
2t + (1−KAB)e

λ2k
2t cos(cskt) . (19)

Thus, the longitudinal dynamics is governed by three fundamental processes with frequen-

cies λ1k
2, λ2k

2, and csk. From Eq. (17), one sees that the λ1-process pertains to the thermal

diffusion and that the λ2-process dampens the wave propagation with speed cs; the mag-

nitude of this damping is governed by all three diffusive processes, i.e., by D, νl, and κ.

Equations (13) and (19) form the framework for this hydrodynamics study.

III. SIMULATION METHODOLOGY

The o-DPD model is composed of a single type of point mass particle. The particle

position, ri, and momentum, pi, follow Newton’s equation of motion,

dri
dt

=
pi

m
(20a)

dpi

dt
= Fi (20b)

m is the particle mass and Fi is the total force acting on the DPD particle. The total force

is composed of the conservative force, FC
i , due to the interaction between the particles, a
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random force, FR
i , simulating the coarse graining of many degrees of freedom, and a dis-

sipative force, FD
i , removing the viscous heating generated from the random force. Thus

Fi = FC
i + FR

i + FD
i . As it is common practise, we use reduced units such that the char-

acteristic mass and length scales are set to unity. In reduced units the conservative force

is

FC
ij = aij(1− rij)r̂ij , (21)

where aij is a parameter that quantifies the repulsion between particles i and j, rij is

the vector of separation ri − rj, rij = |rij|, r̂ij = rij/rij. Here we use aij = 25 and the

interactions are ignored when rij > 1. Following Groot and Warren [9], the random force is

FR
ij = ξζ

√
w(rij)/∆t r̂ij, where ξ is the random force amplitude, ζ is a uniformly distributed

random number with zero mean and unit variance, w(rij) is a weighing function given

by w(rij) = (1 − rij)
2. Finally, ∆t = 0.01 is the time step used in the integrator. The

dissipative force is FD
ij = − 1

2kBT 2w(rij)(r̂ij · (vi − vj))r̂ij, where v is the particle velocity. In

all simulations, the amplitude ξ is set to 3.0. The equations of motion are integrated forward

in time using the standard velocity Verlet algorithm by Groot and Warren [9]. We note that

this algorithm yields a kinetic temperature above the target temperature. The system size

is 1000 particles at density ρav = 3.0, and temperatures in the range 0.13 ≤ T ≤ 1.07 are

simulated (corresponding to thermostat target temperatures of 0.1 to 1).

During the simulations, all 10 correlation functions are evaluated from the microscopic

definition of the hydrodynamic variables, which to first order in fluctuations are

ρ̃(k, t) =
∑

i

me−k·ri(t) (22a)

δ̃u(k, t) =
1

ρav

∑

i

vie
−k·ri(t) (22b)

δ̃e(k, t) =
1

ρav

[
∑

i

1

2
mv2i e

−k·ri(t) − 〈Ekin〉

]
(22c)

The pressure tensor at zero wavevector is also evaluated using the Irving-Kirkwood definition

[24] as

P(t) =
1

V

[
∑

i

pipi

mi

+
∑

i

∑

j>i

rijF
C
ij

]
. (23)

Note that the pressure excludes the dissipative and random force contributions [9]; we ad-

dress this later. The frequency-dependent viscosity (or complex viscosity) is calculated from
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the shear components by the Fourier-Laplace transform of the Green-Kubo integral,

η∗(ω) =
V

3kBT

∫
∞

0

∑

αβ

〈Pαβ(t)Pαβ(0)〉 e
−iωt dt , (24)

where the double index αβ runs over the xy, xz, and yz components of the pressure tensor.

The self-diffusivity coefficient is evaluated from the Green-Kubo integral of the single particle

velocity autocorrelation function. We will use both the dynamic viscosity, η∗, and kinematic

viscosity, ν∗ = η∗/ρav, whenever one is more convenient than the other.

In a few cases, the dynamics of the o-DPD model are compared to a liquid-phase Lennard-

Jones system at the state-point (ρ, T ) = (0.85, 1.121) in units of σ3 and kB/ǫ. The Lennard-

Jones particles interact through the standard shifted 12-6 potential [25] using a cut-off

distance at r/σ = 2.5. The system size is N = 1000, and the equations of motion are

integrated forward in time using a leap-frog method [26]. To control the temperature,

the Nose-Hoover thermostat [27, 28] is applied. The dynamic properties are calculated as

explained above.

IV. RESULTS

It is informative to show the fluid structure of the different state points investigated.

Figure 1 (a) plots the radial distribution functions for three state points, namely, T = 1.07,

0.36, and 0.13. The structure can be compared to the corresponding transport properties in

Table I and Fig. 1 (b : First, one sees that the Schmidt number Sc= ν0/Ds ≈ 1 for T > 0.5

and the viscosity in the zero-frequency limit decreases with decreasing temperature, which

is the well-known gas-like behavior [11]. In agreement with this, the radial distribution

function shows very little fluid structure. At low temperature T = 0.13, there is a fluid

structure and Sc = 53. For reference, the Lennard-Jones liquid state point is characterized

by Sc ≈ 50. It is interesting that for T = 0.36 a fluid structure is also present, yet the

viscosity is almost unchanged compared to T = 1.07. The state points then span a gas-like

state and a liquid-like state for the repulsion and friction parameters chosen here. Again

we note that high temperatures are frequently used to simulate hydrodynamic phenomena,

such as a recent study in Ref. 5.

To compare the mechanical data directly with a simple predictive model, we study the

complex shear modulus G∗ = iωη∗, which is plotted in Fig. 2 (a) for T = 1.07 and 0.13.
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FIG. 1. (a) Radial distribution function for the o-DPD system at T = 1.07, 0.36, and 0.13. (b)

The zero frequency shear viscosity η0 = limω→0 η
∗(ω) and the Schmidt number Sc as functions of

temperature. The Schmidt number is defined as Sc = η0/(ρavDs) = ν0/Ds, where Ds is the self-

diffusion coefficient and ν0 the kinematic viscosity. Statistical uncertainties are of the magnitude

of the symbol sizes. Lines serve as guides to the eye.

T 1.07 0.97 0.87 0.77 0.67 0.57 0.46 0.36 0.25 0.13

η0 0.71 0.66 0.64 0.63 0.66 0.61 0.64 0.75 1.00 2.10

τM 0.056 0.056 0.056 0.059 0.064 0.073 0.088 0.115 0.167 0.313

Ds 0.32 0.28 0.25 0.22 0.18 0.15 0.11 0.078 0.045 0.015

G∞ 12.7 12.0 11.5 10.6 9.3 8.3 7.3 6.3 6.0 6.7

Sc 1 1 1 1 1 1 2 3 8 48

TABLE I. Table of the viscosity η0, the Maxwell relaxation time τM , the self-diffusivity Ds, instan-

taneous shear modulus G∞, and the Schmidt number Sc for the temperatures studied. Density

ρ = 3.0 in all simulations.

Data are compared to a single-element Maxwell model

G∗(ω) =
iωG0

iω + τ−1
M

(25)

using amplitude G0 and the Maxwell characteristic time τM as fitting parameters. The

instantaneous shear modulus (infinite-frequency complex shear modulus), G∞, can then be

found from the relation η0/τM = G∞. From Fig. 2 (a) it is seen that for T = 0.13 and
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FIG. 2. (a) The complex shear modulus G∗ = G′ + iG′′ as a function of frequency for T = 1.07

and T = 0.13. Symbols are transformed simulation results and dashed lines are fits to the Maxwell

model, Eq. (25), for T = 0.13 (thick line) and T = 1.07 (thin line). The arrow indicates that the

inverse Maxwell time (G” peak frequency) decreases for decreasing temperature. (b) Test of time-

temperature superposition using the magnitude of the shear modulus. Shift factors are defined as

aT = η0(T )/η0(Tref) and bT = Tref/T , where Tref = 0.13.

ω < 20 the o-DPD model is Maxwellian, or equivalently, that the shear relaxation follows

a simple exponential decay for t > π/10. This is not the case at higher temperatures;

here the higher magnitude at lower frequencies (compared to the Maxwell model) and the

decrease in magnitude at the highest frequencies indicate that the real part of the modulus

is clearly non-Maxwellian. From Table I it is seen that the relaxation time τM increases

monotonically for decreasing temperature. This in turn implies that G∞ decreases with

decreasing temperature; this is a surprising result as one would expect the repulsive forces

that counteract an external shear stress to be less affected by thermal perturbations at low

temperatures [15]. We also test for time-temperature superposition (TTS) in Fig. 2(b).

Here the frequency is scaled by a factor aT = η0(T )/η0(Tref) and the magnitude of G∗ by

bT = Tref/T [29], where the reference temperature is Tref = 0.13. TTS applies for low

frequencies, below ω ≈ 1/τM .

Next we turn to the non-zero wavevector regime. Bocquet and Charlaix [30] argued that

hydrodynamics is valid for wavevectors

k <

√
2π

ν0τs
, (26)

where τs is the time when the shear pressure autocorrelation function is decayed [20]. This

relation has been shown to work quite well for a molecular dumbbell model [20]. For T =
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FIG. 3. (a) The transverse velocity autocorrelation function C⊥
uu in the wavevector interval

interval 0.91 ≤ k ≤ 8.19 for T = 0.36 and k = 0.91 for T = 1.07. Symbols connected with lines

are simulation results, and thick lines show predictions from Eq. (13) for wavevectors k = 0.91 and

2.73 using η0 = 0.75. The dashed line is the theoretical prediction for η0 = 1.1. (b) The density

autocorrelation function in the wavevector interval 0.91 ≤ k ≤ 8.19 for T = 0.36. For T = 1.07

only data for k = 0.91 are shown. Circles connected with lines are simulation results, and a thick

dashed line shows the best fit of data to Eq. (19), which gives Kρρ = 0.04, λ1 = −1.1, λ2 = −0.41,

and cs = 3.1.

0.36, τs ≈ 1.5 indicates an upper limit of around k ≈ 4, and for T = 1.07 τs ≈ 2.2 giving

k ≈ 2.

With this in mind, we plot in Fig. 3 (a) the normalized transverse velocity autocorrelation

for different wavevectors. Data for temperatures T = 1.07 and T = 0.36 are shown; these

two state points have approximately same viscosity and therefore C⊥

uu should, according

to Eq. (13) and Table I, relax with the same characteristic time scale. The relaxation

is slower than predicted by the theory for the high temperature state point, whereas the

predictions are good in the low temperature regime. This is surprising as the Schmidt

number is approximately the same, indicating both are gaseous state points. Using the

Bocquet-Charlaix criterion in Eq. (26), k = 0.91 is within both validity limits, and hence

one expects hydrodynamics to be valid. For T = 0.36, the prediction fails already at k = 2.73

for small times and the Bocquet-Charlaix criterion is not readily applicable. It is also worth

noting that for a given wavevector the relaxation is identical within statistical uncertainty

for all studied wavevectors when T > 0.5; this is in qualitative agreement with the theory.

The transverse velocity autocorrelation provides an opportunity to compare contributions

to the pressure tensor. If the total force is used in the definition of the pressure tensor, Eq.

13
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FIG. 4. (a) Scaling of ωPeak with k2 for T = 1.07. The line is the best fit to data for k < 6.0; the

viscosity is given by the slope. Shaded area indicates the deviation between predictions and data.

(b) Viscosity kernel at temperatures T = 0.13 and T = 1.07. The dashed lines are best fits using

Eq. (29).

(23), then the shear pressure autocorrelation function features a spike at t = 0 because

the random force FR contributes an instantaneous correlation. The Green-Kubo integral

therefore yields a higher shear viscosity. For T = 0.36 and a time step of 0.01, η0 = 1.1 if

all force contributions are included in the pressure tensor. The resulting relaxation of the

transverse velocity autocorrelation predicted by the theory is shown as the dashed line in

Fig. 3 (a). Clearly, including all forces overestimates the relaxation. This motivates our

choice to include only the conservative part of the force in the pressure tensor definition.

Furthermore, as one decreases the integrator time step the spike appears to converge to the

Dirac delta as expected, however, due to numerical limitations the resulting viscosity then

depends on the sample time step chosen.

Normalizing Eq. (13) with respect to C⊥

uu(k, 0) and applying a Fourier-Laplace transform

leads in the frequency domain to

Ĉ⊥,N
uu (k, ω) =

∫
∞

0

e−ν0k
2te−iωtdt =

1

ν0k2 + iω
, (27)

which gives a peak in the imaginary part of the spectrum at ωpeak = ν0k
2. This peak

frequency is plotted in Fig. 4 (a) for T = 1.07. For small wavevectors, the peak frequency

follows the predictions from the classical hydrodynamic theory: ωpeak is proportional to k2

and the relaxation is governed by the diffusion of momentum. The prediction fails for k > 6.

The frequency and wavevector dependent shear viscosity can be defined by re-arranging Eq.
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(27),

ν̂(k, ω) =
1− iωĈ⊥,N

uu (k, ω)

k2Ĉ⊥,N
uu (k, ω)

. (28)

This result can also be derived from first principles by including the position and time

dependence of the transport coefficient in Eqs. (3). In the zero frequency limit we have

the viscosity kernel ν̃(k) = 1/k2Ĉ⊥,N
uu (k, 0). Figure 4 (b) shows this viscosity kernel at zero

frequency for T = 1.07 and T = 0.13. Following previous work [31], the dashed line is the

best fit of the equation Lorentzian type empirical model

ν̃(k) =
ν0

1 + αkβ
, (29)

to data using α and β as fitting parameters; ν0 is found from Table I and is not a fitting

parameter. It is worth noting that this empirical form for the kernel fits molecular dynamics

data for a range of different liquids [20, 31]. It is, however, not able to capture the kernel

for high temperatures and k < 5 in the o-DPD system.

It is interesting to see that for k less than unity, the wavevector-dependent viscosity

reaches ν0, i.e., for k < 1.0 the local Newtonian law of viscosity holds. Using the o-DPD

parametization for water of Boromand et al. [5] where the unit of length is 6.45 Å (k <

0.15Å
−1
), this corresponds to a length scale, l = 2π/k, of 4-5 nm. This can be compared

to detailed atomistic molecular dynamics simulations of water in which l ≈ 2 nm [20]. To

make the two lengths agree, the extent of a single o-DPD particle corresponds to a single

water molecule and the mesoscopic assumption for the method is questionable.

Rather than approaching the deviation between theory and simulation through wavevec-

tor dependent transport coefficients, one can generalize the stochastic forcing and assume

δJm, δP, and δJe to be correlated with hydrodynamic quantities. In this case the transverse

dynamics are governed by the equation

∂C⊥

uu

∂t
= −ν0k

2C⊥

uu + ε(k, t) (30)

where

ε(k, t) = −
ik

ρavV
〈δ̃P yx(k, t)δ̃ux(−k, 0)〉 6= 0. (31)

Applying a Fourier-Laplace transform gives the correlation between forcing and the trans-

verse velocity in terms of wavevector and frequency as

ε̂(k, ω) = (iω + ν0k
2)Ĉ⊥

uu(k, ω)− C⊥

uu(k, 0) . (32)
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This means that for high temperatures the contribution from ε is significant for all wavevec-

tors, whereas only small length scale correlations are observed at low temperatures.

We now turn to the longitudinal relaxation dynamics. The density autocorrelation func-

tion, Cρρ, is plotted in Fig. 3 (b) for T = 1.07 and T = .036. It is worth noting that the

density autocorrelation function is related to the coherent intermediate scattering function,

F (k, t), by Cρρ(k, t) = ρavF (k, t). The density autocorrelation function is a real-valued

function; hence, it relaxes according to Eq. (19). The dashed line is the best fit of Eq. (19)

to data for k = 0.91 at T = 0.36 using Kρρ, λ1, λ2, and cs as fitting parameters. The

damped oscillations predicted from hydrodynamics are evident and the damping is most

pronounced at low temperatures, which is likely linked to the increase in viscous dissipation.

Also, it is seen that the oscillatory frequencies are roughly the same for the two different

temperatures, which means that the speed of sound is to a good approximation independent

of temperature. This in turn indicates that χT , βV and cV are independent of temperature

as the speed of sound is given through these thermodynamic coefficients.

For T > 0.13, the thermal diffusion process contributes little to the relaxation dynamics,

which we attribute to the large compressibility that characterizes soft conservative interac-

tions. This becomes more evident in frequency space where the Fourier-Laplace transform

of Eq. (19) leads to

ĈN
ρρ(k, ω) =

Kρρ

λ1k2 + iω
−

(1−Kρρ)(iω − λ2k
2)

(csk)2 + (iω − λ2k2)2
(33)

for the density autocorrelation function. Again, note the two different contributions to the

relaxation. The real part of ĈN
ρρ is symmetric about ω = 0 and we therefore only discuss the

behaviour for ω ≥ 0. The first term gives rise to the Rayleigh peak at ω = 0 and is present at

low frequencies. The half-width of the Rayleigh peak is λ1k
2, i.e., it is given by the thermal

process. The second term as a maximum at frequency csk; the maximum is identified as

the Brillouin peak and has half width 2λ2k
2, i.e., it depends on all three diffusive processes.

In Fig. 5, the real part of ĈN
ρρ is plotted for k = 0.91 for three different temperatures. The

dashed lines are the two different contributions to the relaxation in Eq. (33), and Kρρ, λ1, λ2,

and cs are found from fitting Eq. (19) to data. The relaxation is divided into two different

regimes: In the low frequency limit (long time limit), the relaxation is governed by both

processes, i.e., both the λ1 and λ2-modes, whereas for medium and short times the relaxation

is mainly determined by the λ2-mode. This is different from liquid Lennard-Jones systems,
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FIG. 5. The real part of ĈN
ρρ at k = 0.91 for temperatures (a) 0.13, (b) 0.36, and (c) 1.07.

The circles represent simulation data and the punctured lines are the different λ1- and λ2-mode

contributions to the relaxation; for temperatures T = 0.36 and T = 1.07 the contributions are

multiplied by a factor of 10 for clarity. Full line is the sum of the λ1 and λ2 mode contributions.

(d) The real part of ĈN
ρρ for the Lennard-Jones system at k = 0.60. Here the Rayleigh and Brillouin

half peak widths are illustrated.

where the Rayleigh peak is very distinct for low frequencies and the dynamics are completely

dominated by the thermal process, see Fig. 5 (d). Again, we attribute the behavior seen

in the o-DPD system to the large compressibility. It is not surprising to observe that the

Brillouin peak width for T = 0.13 is larger than for T = 1.07 as the viscosity increases

dramatically for low temperatures, Fig. 1 (b), therefore increasing the magnitude of λ2.

The temperature independence of the Brillouin peak position reinforces the point that the

temperature independence of the speed of sound cs. The Rayleigh peak half width on the

other hand is roughly independent of temperature, hence, the fraction κ/χT is constant with

respect to temperature.

Figure 6 shows the density-density, density-energy, and energy-energy correlation func-

tions at T = 0.13 for different wavevectors. It is seen that these three different correlation

functions have the same characteristics as discussed above, in agreement with the hydrody-

namic predictions. It is also observed that the thermal diffusion process becomes more and

more dominant in the low frequency limit as the length scale decreases. This is also the case

for the Lennard-Jones liquid. Figure 6 (b) plots the Brillouin peak frequency, ωsound, which

according to the theory, Eq. (19), is linear with respect to wavevector. The wavevector-
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dependent speed of sound features a maximum, which is also observed for simple liquids [19]

like the Lennard-Jones system.

So far we have only considered collective dynamics as these are the predictions from

hydrodynamics. As a final study of the wavevector-dependent dynamics, we investigate the

single particle diffusivity. From the diffusion equation the incoherent scattering function

(self-part of the intermediate scattering function), Fs(k, t), is in the small wavevector and

frequency limits given by [19]

Fs(k, t) = e−Dsk
2t , (34)

where Ds is the self-diffusivity coefficient. In Fig. 7, data for the incoherent scattering func-

tion are shown for three different temperatures, T = 0.13, 0.36, and 1.07. The predictions

from the theory, Eq. (34), are also shown as dashed lines, using the zero wavevector and

zero frequency self-diffusion coefficients listed in Table I. The observations are identical to

the transverse velocity relaxation: For high temperatures the theoretical prediction fails,

whereas for low temperatures the agreement is excellent. It is important here to stress that

the agreement at lower temperatures is likely related to the much slower relaxation time,

and that the fast relaxation for high temperatures is not expected to be captured by the

classical hydrodynamic theory as the low frequency limit is not reached.

V. SUMMARY AND CONCLUSIONS

In this paper the hydrodynamic relaxations of the original dissipative particle dynamics

(o-DPD) model were investigated. First, the well-known results that the structure and
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Schmidt number at high temperatures (0.5 < T ) resemble those of a gas were recaptured.

At the lowest temperature studied here, T = 0.13, the Schmidt number is approximately

50 and the fluid structure is observed to resemble that of a Lennard-Jones liquid. In the

limit of zero wavevector and in the low temperature regime the shear modulus relaxation

is Maxwellian to a good approximation; this cannot be concluded for higher temperatures,

however. The Maxwell relaxation time increases with decreasing temperature as expected.

However, the viscosity does not increase at the same rate, which results in a surprising

decrease in the instantaneous shear modulus with decreasing temperature.

For nonzero wavevectors, the hydrodynamic prediction for the transverse velocity auto-

correlation function is in very good agreement with simulation data in the low temperature

regime, but fails for higher temperatures. This is in line with the fact that classical hydro-

dynamics fails for gasses. A qualitative investigation into the longitudinal dynamics was

also carried out. For the gas-like regime the density longitudinal spectrum at low wavevec-

tors is characterized by a single sharp Brillouin peak. This indicates that the longitudinal

relaxation is dominated by propagating damped density waves. This mechanism is very dif-

ferent compared to a simple liquid, in which the thermal diffusion process dominates at low

wavevector. In the low temperature range, the Rayleigh peak is more prominent; again this

is a fingerprint of the more liquid-like state. The fact that classical hydrodynamics break

down for higher temperatures is also observed for the self-part of the intermediate scattering

function, that is, for the single particle dynamics.
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In conclusion, the o-DPD model cannot act as a model for fluctuating hydrodynamics for

higher temperatures. The exact temperature limit is not clear as this depends on the specific

choice of free model parameters such as density, repulsion parameter, friction coefficient,

and so forth. We recommend a Schmidt number well above unity for the model to have the

correct hydrodynamic behavior.
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[21] J.M.O. de Zárate and J.V. Sengers. Hydrodynamic Fluctuations. Elsevier, Amsterdam, 2006.

[22] E.J. Maginn, A.T. Bell, and D.N. Theodorou. Transport diffusivity of methane in sili-

calite from equilibrium and nonequilibrium simulations. The Journal of Physical Chemistry,

97(16):4173–4181, 1993.

[23] S. R. de Groot and P. Mazur. Non-equilibrium Thermodynamics. Dover Publications, 1984.

[24] J.H. Irving and J.G. Kirkwood. The statistical mechanical theory of transport processes. iv.

the equations of hydrodynamics. J. Chem. Phys., 18:817–829, 1950.

[25] J.E. Jones. On the Determination of Molecular Fields ii. from the Equation of State of a Gas.

Proc. R. Soc. Lond. A, 106:463, 1924.

[26] D. Frenkel and B. Smit. Understanding Molecular Simulation. Academic Press, London, 1996.

21
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